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Introduction
The classi  cation of living organisms – taxonomy 

– has a long and fascinating history. The  rst approaches 
were based on pure phenotypic criteria, like shape, number 
of legs, etc. Then came Charles Darwin and proposed to 
sort all organisms by tracing them back to their common 
ancestors. Finally, genetics rose to its glory and classical 
phenotypic criteria were replaced by molecular ones.

The genetic information is encoded in DNA and 
RNA molecules. The building blocks of DNA/RNA are 
nucleotides, two purines (adenine, A, and guanine, G) 
and two pyrimidines (cytosine, C, and thymine, T). The 
nucleotides are linked end to end, forming a long polymer 

chain. There are different kinds of DNA and RNA even 
in a single cell (chromosomal DNA and mitochondrial 
DNA, messenger RNA and transfer RNA etc). All these 
macromolecules not only bear the information about an 
organism itself but also encode its genealogy, and the 
analysis of nucleotide sequences can reveal the evolutionary 
relationships in a way that phenotype cannot. Moreover, 
the attempt to calibrate the "level of organization" of 
an organism may lead to completely opposite results 
when performed on the level of DNA/RNA structure 
and on the level of phenotype. By using the nucleotide 
sequence homology, C. R. Woese et al. proposed a new 
classi  cation of organisms, by introducing three main 
‘domains’ or ‘urkingdoms’: Bacteria (eubacteria), Archaea 
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(archaebacteria), and Eucarya (eukaryotes) [1,2]. One of 
the main features of new taxonomy was the separation 
between bacteria and arhaea, which were sharing the same 
kingdom before. After more than thirty years, the domain-
based classi  cation remains a subject of hot debates, and 
some biologists and genetics are still keep to the old,  ve-
kingdom scheme.

The evolutionary history of the species is written 
in their DNA/RNA sequences. Being consisting of four 
nucleotides only, they may be considered as texts written 
in a language with a four-letter alphabet. The correlation 
structure of these texts can be characterized by using 
different correlation functions. As early as the 1960s, 
there were attempts to study the statistical properties of 
nucleotide sequences by trying to estimate the correlations 
between the nearest-neighbor base pairs [3]. It has became 
clear that DNAs and RNAs do not represent pure random 
sequences, where all correlations are equal to zero and the 
 uctuations of the density of symbols obey Gaussian law. 

Statistical studies of correlation structures of nucleotide 
sequences have been carried then during the next several 
decades (see [4] for the historical overview).

The ultimate record of organism evolutionary history 
is encoded in ribosomal RNA,  a key part of the replicating 
system, which is well isolated and has relatively low 
mutation rate. All this allows us to use ribosomal RNAs for 
the detection of relationships between distant species. In 
fact, the domain-based classi  cation has been introduced on 
the base of the analysis of ribosomal RNAs [2]. However, 
RNAs are bad objects for the statistical analysis since they 
are short (the typical length of RNA sequences is about 
several thousands pairs). Long nuclear DNA molecules 
are much better in this respect. During last two decades a 
number of genomes were completely sequenced and their 
entire DNA structures becomes available for the analysis. 
It has been shown then that most of DNA sequences exhibit 
long-range correlations [4, 5], fractal structures [6], 1/f 
noise features [7] etc. Several authors have noticed the 
close connection between the correlation structure of DNA 
and the evolution history of the corresponding species [8].

In this paper we report the results of application of a 
new toolbox, the multistep Markov modeling [9, 10], to the 
statistical analysis of nuclear DNA sequences. Namely, we 
show that the proposed approach is capable to distinguish 
members of different domains. We also demonstrate that an 
alternative of the standard correlation function, the memory 
function [11], provides a new measure of the organizational 
complexity of nuclear DNAs.

DNA as a binary sequence: additive multistep Markov 
chain approach.

Following the ideology of [5], we transform a 
DNA  into a binary sequence, a(i), such that a(i)=0 if 
the nucleotide at the position i is a member of the pair 

"0"={ 1, 2}, and a(i)=1 if the nucleotide belongs to the set 

pair "1"={ 1, 2}. There are three possible partitions gates:
"0" { , },"1" { , }A G C T ,              (1.a)

"0" { , },"1" { , }A T C G ,              (1.b)

"0" { , },"1" { , }A C G T .              (1.c)

The  rst partition is based on the purine pyrimidine 
dichotomy, the second follows the hydrogen-bond energy 
classi  cation (adenine always forms three bonds with 
timine, while guanine forms only two bonds with cytosine). 
The third coding completes the set of all possible partitions.

One of the basic characteristics of a binary sequence is 
the correlation function,

 

1 21 2( , ) ( - )( - )r rK r r a a a a .                (2)

In the case of statistically homogeneous and 
translationary invariant sequence, the corresponding 
correlation function depends only on a single argument,

 
2( ) (  - )( - )  -n n r n n rK r a a a a a a a         (3)

For each binary sequence we can built corresponding 
sequence kn, where kn is a number of symbols "1" in 
L-length word,

 

1

L

n n l
l

k a .                         (4)

The variance is the function, which measures the 
deviation of a random value k from its average,
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.  (5)

Let consider the simplest possible case, a completely 
random Bernoulli-like random sequence. The probability 
to encounter either of the symbols, "1" or "0", is independent 
of the position and equal to 1/2. It is evident that the 
corresponding correlation function is uniformly equal to 
zero, C(r)  0, for all r>0. The variance obeys the normal 
diffusion law and scales like ( ) / 4D L L .

There is a simple relation between two functions,

1 1 2D 1
2

K(r)= D(r ) (r)+ D(r + ) ,     (6)
or

2

2

1 ( )
2

d D rK(r)=
dr  

.                         (7)

A binary sequence a(i) is Markovian when  the 
probability to encounter at the position i a given symbol 
s, s="0" or "1", depends on the  nite number of previous 
symbols only, a(j), i-N<j<i. If N=1 then we deal with 
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a one-step Markov chain, otherwise the sequence is a 
N-step Markov chain [12]. A binary  N-step Markov chain 
is fully speci  ed by the set of conditional probabilities, 
P(ai|ai-N, ai-N, … ai-1). One needs only two values to 
specify an unbiased one-step Markov chain. The number 
of parameters grows exponentially with the memory 
length N, so that in order to generate a binary N-step 
Markov chain one has to specify 2N probabilities. For 
N ~ 103 – 106 (which is the case of nuclear DNAs), one 
should store an astronomically large number of parameters. 
This is practically impossible, so that there is a certain need 
for more realistic models.

Additive multi-step Markov chains are very useful in 
this respect [9, 10]. Their probability functions P are given 
by

1 1

1

( | , , , )

( )( ),

n n N n N n
N

n r
r

P a a a a

a F r a a
            (8)

where F(r) is the memory function. There is a certain relation 
between the memory function and the corresponding 
correlation function,

' 1
( ) ( ') ( '),

N

r
K r F r K r r         r>0,    (9)

which allow us to generate a binary sequence with a given 
correlation function.

We start the analysis with the nuclear DNA of Bacilus 
subtilis. The variance D(L) for different partitions, is shown 
in Fig.1. The correlations are maximal for the purine-
primidine coding scheme, Eq. (1.a). Henceforth, we keep 
this scheme for the analysis of other DNA sequences.

The results of analysis of genome DNAs for three 

organisms belonging to different domains are reported 
in Fig.2. The memory length N can be identi  ed as the 
in  ection point of the curve D(L) [9]. Since this point 
is absent for the DNA of Bacillus subtilis, we therefore 
conclude that the characteristic length of correlations in 
this case is of the order of the length of the whole molecule.

The memory length of the Drosophila melanogaster 

DNA is smaller than that of Methanosarcina acetivorans. 
All these results are in a perfect agreement with the well-
known among geneticist fact: the fraction of coding regions 
in DNA decreases with the degree of biological complexity, 
or “organization”. The Eukariots are more complex than 
Archae, while the lasts are more complex then the Bacteria. 
We  nd that all three curves lie above the line L/4. It is 
the consequence of the persistence of correlations – after 
a purine with a high probability follows a purine, after a 
pyrimidine follows a pyrimidine. This result is in a contrast 
with our results for written texts, where the observed 
antipersistence on the scale L  102 has been attributed to 
the grammar rules. Therefore, we can concede that such 
rules are either absent completely or play a minor role in 
DNA texts.

Although the variance and the correlation functions can 
tell a lot about the statistical properties of binary sequences, 
they have certain disadvantages. The most drastic one is 
that they cannot provide the recipe for the generation of 
a sequence with given statistical characteristics. Yet the 
bene  t for having such a recipe would be tangible because 
it will give an operational description of the sequence. 
One of the possibilities to enter this qualitatively new 
level of the statistical analysis is to use the memory 
function. Equation (9) allows us to construct the memory 

Fig. 1. The dependence of the dispersion D(L) vs L for 
the coarse-grained DNA text Bacillus subtilis (complete 
genome) for three different codings. The thick dashed 
line corresponds to the linear dependence L/4.

Fig.2. The dependence of the dispersion D(L) vs L 
for the coarse-grained DNA text of Bacillus subtilis 
(complete genome), Methanosarcina acetivorans 
(complete genome), and Drosophila melanogaster 
(X-chromosome), for the coding {A,G} = "0", 
{C,T} = "1". The thick dashed line corresponds to the 
linear dependence L/4.

Analysis of long-range correlations in DNA molecules: A new approach to biological classi  cation



49  ,  1075,  « »,  . 18, 2013

S.S. Melnik, S.V. Denisov, A.A. Maystrenko, E.Yu. Butova, and O.V. Usatenko

function of a multistep Markov chain having in hands the 
corresponding correlation function. We apply this procedure 
to the chromosomal DNA of Drosophila melanogaster. The 
so obtained memory functions are different from zero in 
the range 1 < r < 102, in full accordance with the mosaic 
structure of DNA. Therefore, the memory function provides 
also a new quantitative measure of the DNA patchiness 
[13].

We want to underline that the calculation of the 
memory function is much more algorithmically complex 
procedure than the calculation of the variance or the 
correlation function. The former not only includes the 
information about the in  uence of a symbol ai-r on a symbol 
ai but quanti  es the in  uence of all symbols, ai-N, …, ai-1 , 
on a symbol ai.

Conclusion. 
The results of the multistep Markov modeling of 

nuclear DNAs reported in this paper are of interest for 
two primary reasons. First, they provide the compelling 
evidence for the domain-based classi  cation of living 
organisms, which has already been developed by using 
ribosomal RNAs. Second, they demonstrate, how the 
multistep Markov method can be used to construct a 
memory function of nucleotide sequences, a "zipped" 
version of a given DNA molecule.

It might happen, however, that neither the correlation 
function nor the memory function is a good characteristic 
of the random binary sequence. For example, an integral 
correlation function (also called "differential variance"), 
which is intermediate between (3) and (5), is able to 
determine the memory length N more accurately than 
the location of the in  ection point of the variance curve. 
One of intriguing perspectives is to calculate the memory 
functions of different organisms. The multistep Markov 
analysis of written texts has already shown that their 

memory functions have a peculiar structure. Namely, they 
seemingly drop to zero outside certain  nite windows 
but, when being zoomed-in, reveal long power-law tails. 
Further studies in this direction will show whether this is 
the case for DNA texts.
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